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A series of earthquakes in 2011 near Youngstown, OH, has been a focal point for discussions of seismicity 
induced by a nearby wastewater disposal well. Utilizing an efficient waveform template matching 
procedure, the optimal correlation template to study the Youngstown sequence was identified by varying 
parameters such as the stations utilized, frequency passband, and seismogram length. A catalog composed 
of 566 events was identified between January 2011 and February 2014. Double-difference relocation 
refines seismicity to a ∼800 m linear streak from the Northstar 1 injection well to the WSW along the 
same strike as the fault plane of the largest event. Calculated Gutenberg–Richter b-values are consistent 
with trends observed in other regions with seismicity induced by fluid injection.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Beginning in March 2011, a series of 10 small (M ∼ 2), shal-
low (∼3 km depth) earthquakes were recorded and reported by 
the Ohio Department of Natural Resources (ODNR) in northeastern 
Ohio (Fig. 1). The proximity of the events to the recently acti-
vated Northstar 1 wastewater disposal well near Youngstown, OH 
raised concerns of possible injection-induced seismicity. ODNR and 
Lamont–Doherty Earth Observatory (LDEO) deployed a local seis-
mic network in December 2011 that more closely constrained the 
proximity of events to the injection well. Injection activities were 
ceased on 30 December 2011. On 31 December 2011, a M 4.0 
earthquake occurred with an epicenter less than 1 km from the 
well. Several subsequent studies of this sequence have provided 
additional evidence that the earthquakes were induced by wastew-

ater injection (ODNR, 2012; Kim, 2013; Holtkamp et al., 2013). 
Although uncommon, this finding is consistent with earlier cases 
where injection of fluids into underground formations have in-
duced earthquakes (e.g., Evans et al., 2012; McGarr et al., 2002;
Nicholson and Wesson, 1990). However, earthquakes caused by 
injection have become an important topic, as the use of multi-

stage, hydraulic-fracturing well completions, which produce large 
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Fig. 1. Map of the Youngstown, OH (star) region showing seismic stations locations, 
with all triangles used for double difference relocation and black triangles used for 
template matching.

volumes of wastewater, have become more commonplace in the 
oil and gas industry (e.g., NAS, 2012).

One of the key techniques utilized in previous studies of the 
Youngstown sequence is seismic waveform template matching, 
which involves cross-correlation of a set of seismograms from a 
known event with years of continuous data to detect similar sig-
nals. Template matching is known to lower the seismic event de-
tection threshold by about 1.0 magnitude unit beyond what stan-
dard processing detects (e.g., Schaff, 2008; Schaff and Waldhauser, 
2010). The method is well suited for studies of potentially in-
duced seismicity that have multiple small earthquakes with similar 
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waveforms because they are located within about a quarter wave-

length of each other. Previous studies of the Youngstown sequence 
were able to identify ∼100–300 events with this approach (Kim, 
2013; Holtkamp et al., 2013), but neither sought to optimize the 
technique to identify as many events as possible. Moreover, a more 
flexible tool is needed for the broader application of analyzing the 
significant increase in potentially induced earthquakes (Ellsworth, 
2013).

Within the central and eastern United States, the earthquake 
count has increased dramatically over the past few years. More 
than 300 earthquakes with M ≥ 3 occurred in the 3 years 
from 2010 through 2012, compared with an average rate of 21 
events/year observed from 1967 to 2000. Arkansas, Colorado, New 
Mexico, Ohio, Oklahoma, and Texas have recently experienced 
elevated levels of seismic activity near industrial activities, sug-
gesting that these events were induced by human activity (e.g., 
Frohlich, 2012; Horton, 2012; Kerenan et al., 2013; Kim, 2013;
Rubinstein and Ellsworth, 2013). With an optimized template-

matching tool, tens of millions of template correlations can be 
performed every second allowing better characterization of seismic 
sequences. The advent of IRIS Web Services facilitates the versatil-
ity of this tool, allowing datasets in new regions of interest to be 
scanned without requiring large amounts of locally available stor-
age space to host the large volumes of data.

This study builds on the previous work by Kim (2013) and 
Holtkamp et al. (2013) seeking to find the optimal template match-

ing approach for the Youngstown earthquake sequence. In partic-
ular, Holtkamp et al. (2013) focused on correlating seismicity to 
injection operations while this paper focuses on improving the 
resolution of seismicity in space and time. We investigate varia-
tions in the seismic stations included, the total number of tem-

plates, the waveform passbands, the template seismogram lengths 
and start times, and the data request method. The optimized tem-

plate matching approach is utilized to construct an expanded event 
catalog, including Richter scale magnitudes referenced to ODNR-
reported events, which provides new opportunities to investigate 
the Gutenberg–Richter relationship and possible remote triggering. 
We use the multi-station cross-correlation matrix to perform dou-
ble difference relocation on the expanded catalog. Ultimately, we 
intend the optimization procedure described here to help guide 
future efforts to investigate the growing number of potentially in-
duced earthquakes.

2. Data and analysis

2.1. Cross-correlation and processing procedure

The cross-correlation coefficients (CCC) were calculated by 
cross-correlating the template through all available waveforms 
shifting one datum at a time. The sum of the normalized CCC 
values across the network for each time step was divided by the 
number of stations contributing to the sum, producing the net-
work normalized CCC values (NNCCC). The daily median absolute 
deviation (MAD) of the NNCCC multiplied by 15 was used as a 
threshold to limit the number of false positives. Since the MAD is 
the 75th percentile of a symmetric distribution with zero mean, 
we estimate that the 15 × MAD threshold would result in ∼1 
false positive per year given the number of samples per year with 
a nominal 40 samples per second.

To determine the optimal template parameters, we constructed 
a wide range of templates based on seismic arrivals from the 
first well-recorded and reported earthquake on 17 March 2011. 
We focused our template evaluations on correlations made dur-
ing a month long time frame in March 2011, which encompassed 
a couple weeks before and after the template earthquake. The op-
timal target template sought is one that maximizes the number 

of detections that visually resemble the earthquake template while 
minimizes the number of false positives that have no visible hint 
of the earthquake template waveform features.

In this process, we considered over 30 station combinations 
from the Ohio Seismic Network and the Transportable Array, and 
we found the optimal station combination to be Transportable Ar-
ray stations N54A, M54A, and 056A. We investigated a variety of 
bandpass filter ranges, with a lower limit typically between 1 and 
5 Hz and upper limit between 10 and 20 Hz (limited by the sam-

ple rate at most stations). We found the optimal bandpass filter 
for this region to be 5–15 Hz. We also tested a wide variety of 
template durations for each station waveform from 5 to 60 sec-
onds. Our results indicated that a template length of 37 s is an 
optimal choice for minimizing false positives and negatives, longer 
than the 20 s template length used by Holtkamp et al. (2013). Our 
study also compared templates where the start time of those win-

dows is 10 s before the S wave arrival time on all channels with 
templates where the start time is 10 s before the P-wave arrival 
time on the vertical channel and 10 s before the S-wave arrival 
time on the horizontal channels. We found the latter to be slightly 
more effective.

2.2. Matched earthquake source locations and magnitudes

Template matching facilitates making a cross-correlation matrix 
between matched events that can serve as a powerful resource for 
obtaining precise relative arrival times that can be utilized for de-
termining relative source locations of matched earthquakes. Our 
approach was to first manually pick the P and S arrival times on 
all stations with clear records (N54A, M54A, O56A, MCWV, ACSO, 
PLIO) for the 10 template events. We then used the correlation lag 
times between the template and each matched event to make ap-
propriate pick times for each matched event assuming they have 
the same source properties. For events that match with more than 
one template, we used the template with the highest CCC. The 
arrival times for each event were used in an efficient absolute 
earthquake location routine (elocate Hermann, 2004) to serve as 
the “catalog” location for each matched event. Next, we used the 
full cross-correlation matrix between all events to establish precise 
relative P- and S-wave pick times between event pairs as input for 
double difference relocation.

We refined the event locations in a relative sense with the 
hypoDD double-difference algorithm (Waldhauser and Ellsworth, 
2000; Waldhauser, 2001). The hypoDD algorithm iteratively solves 
for hypocentral variations, in a least-squares sense, by minimizing 
the residuals of travel-time differences between pairs of nearby 
events recorded on a common station, thus removing bias due 
to velocity model errors. The 1-D velocity model used for this 
processing follows that of Holtkamp et al. (2013) developed for 
the same purpose, but it differs somewhat from Kim (2013) as 
the stations we used are much farther from the source region 
(see Supplementary Material). Considering the deployment of Kim
(2013) did not begin until late November 2011 and only lasted a 
couple months, our long-term analysis did not utilize the local data 
and thus had difficulties determining accurate absolute locations. 
We addressed this by using the hypocentral location of the 24 De-
cember 2011 earthquake from the local deployment of Kim (2013)

as the absolute reference point and shifted all hypodd results by 
the difference between Kim’s location and our hypodd location for 
this event (about 1 km). We determined relative location uncer-
tainties using bootstrapping, removing one station at a time from 
the location process and using the standard deviation as the er-
ror estimate (Efron, 1979). We then restricted our analysis to focus 
on events with low relative location uncertainties and RMS arrival 
time misfits.
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We determined local magnitudes through a simple Richter scale 
approach. For each station and component in our final templates, 
we calculated the median scale factor (Ao) using the S waveform 
amplitudes and catalog magnitudes for all 12 events reported by 
ODNR. For each matched event, we calculated a magnitude from 
the scale factor and S waveform amplitude at each station and 
component, and took the median value as our final magnitude.

3. Results

3.1. Template matching

We found the optimal template to be three EarthScope USAr-
ray stations (N54A, M54A, O56A), such that our results are based 
on scanning templates from the inception of recording in Novem-

ber 2010 to the end of this study in February 2014. Although 
increasing the number of template earthquakes produced a sim-

ilar diminishing return in number of matched events to that seen 
in Holtkamp et al. (2013), we decided to utilize all 12 ODNR de-
tected events as templates. The correlation procedure found 566 
unique events once the template results were merged and dupli-
cate matches from different templates were discarded. On average, 
each template found 236 events, while the earliest template found 
as many as 337 events, and the results of each were combined to 
form a single catalog of unique events. The earliest matched event 
occurred on 11 January 2011, 13 days after sustained injection be-
gan. Remarkably, our technique found 56 matched events before 
the first ODNR reported earthquake (M 2.1, 17 March 2011) in the 
series. Waveforms showing the waveform similarity for the first 
56 matched earthquakes is provided in the Supplementary Ma-

terial (Fig. S1a). Nearly all of these events were matched by the 
first ODNR reported earthquake template (54 of 56). This result 
underscores the importance of optimizing the template matching 
procedure such that it can be run in real-time when new events 
are recorded in the central and eastern US to help determine if a 
reported earthquake is part of a growing sequence or an isolated 
event.

As in Holtkamp et al. (2013), the number of earthquakes over 
time closely followed the injection history (Fig. 2), with a gradual 
rate increase at the beginning of the sequence and an abrupt re-
duction in earthquake rate after injection ceased. As described in 
several previous studies of injection related seismicity (NAS, 2012;
Ellsworth, 2013; Kim, 2013; Holtkamp et al., 2013), we interpret 
that the fluids injected into Precambrian crystalline rocks at the 
base of the injection interval reduced the effective normal stress 
on pre-existing faults or fractures with orientations optimal to ini-
tiate slip, given the orientation of the regional maximum horizon-
tal stress field in the Youngstown area (∼050◦) (Zoback, 1992).

Our catalog is consistent with the four phases defined by 
Holtkamp et al. (2013) based on injection history, seismicity rate, 
earthquake magnitudes, and waveform similarity (Figs. 2 and S1). 
The initial phase began soon after the initiation of commercial in-
jection operations (28 December 2010), the second phase began 
soon after injection pressures are approved to exceed 2500 psi (3 
May 2011), and the third phase began soon after sustained daily 
injection volumes in excess of 2000 BBL (3 August 2011), ending 2 
weeks after injection ended. We referred to all earthquakes more 
than 2 weeks after shut in as phase four, noting that earthquakes 
originating at some distance from the injection point will not re-
spond to shut in until the pore pressure “back front” (analogous 
to the pore pressure triggering front), arrives some discrete time 
later (Shapiro and Dinske, 2009). The waveform shapes of the best 
matched events in our catalog help illustrate the main phases of 
the sequence (Fig. S1b), although there are several events at the 
beginning of phase three that were more similar to those in phase 
two. We inferred that the waveforms changed shape as the source 
moved to new locations over time, as analyzed in Section 3.2.

Fig. 2. Comparison of matched earthquakes with volumes of injected wastewater 
(Vi). Blue lines divide phases of the injection and earthquake sequence as de-
fined by Holtkamp et al. (2013). Dashed lines mark times of remote earthquakes 
that produced large surface waves in the Youngstown area. (a) Magnitudes of all 
matched events over time (circles), compared with cumulative injection volume 
(red). (b) Earthquake magnitudes (circles) and daily injected volume (Vi/t , red dots) 
during the period of injection. (c) Seismicity rate (black) and injection rate (red) in 
the preceding 15 days, plotted for each day during the injection. (For interpretation 
of the references to color in this figure, the reader is referred to the web version of 
this article.)

We note that the magnitude distribution of larger earthquakes 
during the different phases remains consistent with earlier studies, 
but our catalog provides more information regarding the lower end 
of the magnitude scale. To help characterize the magnitude distri-
bution, we investigated the b-values obtained from the Gutenberg–
Richter relationship between seismicity amounts and magnitudes. 
In most cases, b-values are expected to be ∼1 as scale-invariant 
relationships are common in nature, but seismicity associated 
with fluid injection often have b-values <1 (Lei et al., 2008;
Bachmann et al., 2014), with the lowest b-values often observed 
during the largest injection rates. Fig. 3a shows the magnitude–

occurrence relationships for our catalog, with the roll-off indicating 
our magnitude of completeness is approximately 0.9. Using events 
at this magnitude and above, we linearly fit the events resulting 
in a b-value of 0.82, which is consistent with previous studies of 
potentially induced seismicity with b-values less than 1. However, 
the relationship is clearly not linear with an apparent high b-value 
for lower magnitudes and a lower b-value for higher magnitudes. 
When we separated the catalog into the four phases (Fig. 3b–e), 
the b-values are 1.33, 1.92, 0.67, and 0.73. During phases 1 and 
2, more events smaller than M 1.5 occurred than expected during 
periods of normal seismicity. During phase 3, a similar relationship 
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Fig. 3. Magnitude–occurrence relationships for (a) all matched events and (b–e) sep-
arate phases of the sequence. N/Ntot is the number of events at or above a given 
magnitude divided by the total number of events. b indicates the Gutenberg–Richter 
b-value for the distribution, where 1 is commonly observed for natural seismicity.

can be identified in these small events in addition to a large num-

ber of M 2+ events. After injection had ceased during phase 4, 
only events less than M 2 were recorded, albeit at a very similar 
b-value identified in phase 3.

The identified b-values during each phase are similar to some 
aspects of previous induced seismicity studies on fluid injection. 
Phases 1 and 2 in Youngstown demonstrate an increasing b-value 
(Fig. 3) and event rate (Fig. 2) that is not a common feature of 
induced seismicity, but this trend has been observed in China 
and Switzerland during early stages of injection marked by lower 
but increasing injection rate and fluid pressure (Lei et al., 2013;
Bachmann et al., 2012). While the increase is uncommon, we 
note that our maximum b-values in phase 2 are near to 2.0, 
a value reported for hydraulic fracturing (Maxwell et al., 2009;
Wessels et al., 2011) suggesting this may have occurred during this 
phase in Youngstown. Our phase 3 shows a period of high injec-
tion rate, high event rate, and low but variable b-value (Figs. 2 and 
3), which is similar to later stages of injection for the two cases in 
China (Lei et al., 2008, 2013). Our phase 4 corresponds to the pe-
riod after injection, marked by a low seismicity rate and small b 
value, also seen in several previous cases.

3.2. Double difference relocation

Our initial estimates of the hypocenters for all of our matched 
events utilizing P and S times based on correlations to the best 
matching template are shown in Fig. 4a. The cloud of seismic-

ity has a radius of ∼5 km, but there is some clustering in an 
east–west oriented rectangle that is 3–4 km long in the center 
of the cloud. Application of double difference relocation refined 

the dataset, initially discarding 110 airquakes with large uncertain-
ties. We further limited the results by focusing on events that had 
relative location uncertainties less than 10 m horizontally and 60 
m vertically and RMS residuals less than 0.35 s for catalog and 
cross-correlation data. Fig. 4b shows that the remaining 140 events 
that meet this criteria, which define a linear streak extending from 
near the well to ∼800 m WSW with a strike of 258◦ . However, 
if we examine the seismicity closely, we find that the distribution 
indicates a set of en echelon faults as suggested by Kim (2013)

based on fewer events. The strike of these smaller faults are 263◦ , 
closer to that of the fault plane solution (265◦), and consistent 
with the regional stress field and well basement fracture orien-
tation (Kim, 2013; Holtkamp et al., 2013). A cross-sectional view 
of our relocated hypocenters shows the depths are focused in the 
Precambrian basement in the 3.5–4.0 km range (Fig. 5), consistent 
with those of Kim (2013). While the events form a nearly vertical 
feature, our relocated events show a ∼88◦ dip to the north that 
is slightly different than the fault plane solution dip of 72◦ to the 
north. Nevertheless, the hypocentral distribution, correlated wave-

forms, and determined focal mechanism indicate that many if not 
all events in the sequence are a series of left-lateral slips along a 
near vertical east–west oriented basement fault (or faults).

Events early in the sequence were located very close to the 
Northstar 1 injection well (<100 m) and then gradually extend fur-
ther away over time (Fig. 4). Fig. 6 shows the distances away from 
the well of the 140 best relocated epicenters over time. The symbol 
size in Fig. 6 shows the approximate average horizontal location 
uncertainty using the y-axis for scale. A simple line fit to the re-
located events indicates a migration velocity (v) of 1.0 m/d, but 
this line does not intersect the well at time zero (when sustained 
injection began on 22 December 2010), suggesting that this ap-
proximation is not appropriate. Based on work in previous induced 
seismicity studies, we considered a propagation rate approxima-

tion by considering a point source of pore pressure perturbation 
from the injection. In an infinite, hydraulically homogeneous, and 
isotropic fluid-saturated medium, the triggering front r(t) has the 
following form (Shapiro et al., 1997):

r(t) = √
4πDt

where t is the time from the injection start and D is the hydraulic 
diffusivity. Using the apparent migration front defined by the best 
located seismicity (black dots, Fig. 6), we searched for the optimal 
D value to minimize the difference between the apparent front 
and the predicted r. The best fitting diffusivity was 0.0017 m2/s 
but the constant diffusivity does a poor job of fitting the shape 
of the migration front over time (residual sum of squares, RSS =
0.126).

In October 2011, 74 m of sediment fill-up was identified in the 
Northstar 1 injection well (ODNR, 2012). To account for the sed-
iment clogging of the fault, we suggest that the rate of sediment 
fill-up is proportional to the rate of injection which, in turn, is 
proportional to the diffusivity. Therefore, the rate of change of the 
diffusivity is proportional to the diffusivity:

dD

dt
= −kD

The diffusivity can then be expressed as an exponential function 
with time:

D = ae−kt + b

where:

D0 = a + b

D∞ = b
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Fig. 4. Map of epicenters determined from our analysis, colored by month of 2011 (white indicates 2012–2014). Cross indicates Northstar #1 injection well. (a) Epicenters 
determined using P and S times based on correlations to the best matching template. (b) Double-difference relocated hypocenters using a full matrix of cross-correlations for 
all events. Only events with low location uncertainty and RMS error are plotted. Absolute locations are based on the 24 Dec. 2011 earthquake (star) located with local data 
(Kim, 2013). Focal mechanism is from the 31 Dec. 2011 M 4 earthquake (Kim, 2013). Arrows show maximum compressive stress orientation (SHmax) (Mazzotti and Townend, 
2010). (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)

Considering that injection of large volumes continued until 
shut-in, the constant (b) is necessary to avoid the diffusivity func-
tion going to 0 m2/s. A grid-search approach was used to find the 
optimal values of a, b, and k to minimize the misfit between the 
migration front and the predicted r (Fig. 6). This estimate of the 
diffusivity that approximates the clogging of the well provides a 
better fit to our observations (RSS = 0.003). Accounting for the dif-
ferent degrees of freedom for the two diffusivity models, an f-test 
indicates the decaying D model is a significantly better representa-
tion of the data at a 99.99% confidence level.

3.3. Earthquake triggering

A recent study found several areas in the Midwestern US 
with suspected induced seismicity are also more susceptible to 
earthquake-triggering from natural transient stresses generated by 
the seismic waves of large remote earthquakes (van der Elst et 
al., 2013). This study concluded that enhanced triggering suscep-
tibility suggests the presence of critically loaded faults and po-
tentially high fluid pressures. However, they found that triggering 

of Youngstown seismicity from the surface waves of the 7 April 
2011 M 9.0 Tohoku earthquake was inconclusive. Since their study 
only used a single station to do template matching, our catalog 
of Youngstown seismicity is more extensive and can better exam-

ine seismicity rates over time (Fig. 2). Our catalog has 10 events 
in the 10 days before the Tohoku event and 24 events in the 10 
days after the Tohoku earthquake (Fig. 7a), similar to other cases of 
triggered seismicity (van der Elst et al., 2013). However, there was 
also an increase in the daily injected volumes after the Tohoku 
earthquake that followed a similar trend to the increase in seis-
micity during this time. This is consistent with earlier work on the 
Youngstown earthquake sequence that found that cumulative seis-
micity was proportional to cumulative injected volume (Holtkamp 
et al., 2013). The seismicity rate over 15 day time periods using 
our catalog also correlates with the injection rate (Fig. 3c), but 
there is a larger than expected increase in seismicity rate in the 
15 days after the Tohoku event, suggesting that some portion of 
the increased seismicity may have been remotely triggered by this 
event.
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Fig. 5. East–west (a) and north–south (b) cross-sections of the double-difference relocated seismicity. Absolute depths are based on the Dec. 24, 2011 earthquake (star) 
located with local data (Kim, 2013), placing the events within the Precambrian basement. Horizontal lines mark key strata and the vertical line is the Northstar 1 injection 
well. Back hemisphere projection of the focal mechanism for the 31 Dec. 2011 M 4 earthquake shows a similar near-vertical dip between the fault plane and the seismicity. 
Horizontal exaggeration is 6.5× in (a), no exaggeration in (b).

Fig. 6. Estimation of fluid diffusion based on earthquake migration. Distance of re-
located epicenters (dots) from the injection well over time. We use the events with 
the smallest uncertainties to investigate potential fluid diffusion. Diffusion curves 
that include the decaying diffusivity due to sediment fill up (red) match the mi-

gration front better than those with a constant diffusion (green). Blue line indicates 
best fitting linear migration velocity (v), although a physical basis for this is unclear 
since it does not intersect the well location. (For interpretation of the references to 
color in this figure, the reader is referred to the web version of this article.)

We also checked for a triggering trend associated with the 23 
August 2011 M 5.8 Virginia earthquake but found no significant in-
crease in earthquake numbers in the 10 days following that event 
(Fig. 7b). There appears to be a slight increase in seismicity ∼ 20

days after the event, but this is commensurate with an increase 
in injected volume and rate. We note that there are several larger 
(M > 2) earthquakes following the Virginia event (Fig. 3a), but this 
trend begins just before the potential trigger occurs (Fig. 7b). The 
lack of prominent triggering suggests this process is not linearly 
related to seismic wave displacement considering the surface wave 
displacements are a factor of 5 larger than the Tohoku event when 
they reach the Youngstown area. The largest earthquake to occur 
after injection stopped was the 11 April 2012 Indian Ocean earth-
quake sequence (M 8.6 and 8.2). While not quite as large as the 
Tohoku event, we found no matched events within 30 days of 11 
April 2012. Therefore, it does not appear that triggering occurred 
after injection stopped.

Fig. 7. Examination of the enhanced Youngstown earthquake catalog for evidence 
of triggering due to remote earthquakes similar to the study of van der Elst et 
al. (2013). Cumulative number of earthquakes (circles) and injected volume (red) 
are shown around the (a) M 9.0 Tohoku earthquake on 7 April 2011 and (b) M 
5.8 Virginia earthquake on 23 August 2011. Well located events from Fig. 4b are 
highlighted in blue. (For interpretation of the references to color in this figure, the 
reader is referred to the web version of this article.)

4. Conclusions

Creating an optimized correlation procedure was important to 
provide a more detailed study of the Youngstown sequence that 
can also be applied to study the large increase in earthquake ac-
tivity in the U.S. midcontinent identified by Ellsworth (2013). The 
ideal template matching parameters for the Youngstown sequence 
were determined by modifying the stations used, bandpass filter 
range, template length, and template start time. The resulting cata-
log from this routine was consistent with the sequence determined 
by Holtkamp et al. (2013), while also identifying hundreds of addi-
tional events. The hypoDD results located the start of Youngstown 
sequence within 100 m of the Northstar 1 injection well which 
then gradually extended 500 m westward during 2011. We sug-
gest that the earthquake migration front, which was observed to 
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have a similar trend to the daily average injection pressures, could 
be influenced by decaying diffusivity over time, possibly caused 
by clogging due to injection. A b-value of < 1 was observed for 
the entire sequence, consistent with other fluid induced seismicity 
studies. We also note that the abnormally high b-value of 1.92 dur-
ing phase 2 is comparable to b-values obtained during hydraulic 
fracturing.
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